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Important applications in: 
Desalination, Nano-filtration and Energy harvesting. 

oExperimental study of water flow through carbon nanotubes [Nature 
537, 210 (2016).]

oApplications for water filters [Nature Nanotech. 12, 546–550 (2017)]

Tunable sieving of ions using 
graphene oxide membranes

Massive radius-dependent flow 
slippage in carbon nanotubes



Molecular level understanding
 Binding energy of a single water molecule adsorbed on graphene
 Missing a reliable benchmark value (discrepancies among different methods)

Diffusion quantum Monte Carlo
 Recent algorithmic developments, improved accuracy and efficiency
 Revised DMC value for the water-graphene binding energy

 Results and discussion
 Adsorption energies from many-body methods
 Analyzing contributions to adsorption motifs
 Convergence with substrate size
 Benchmarking density functional approximations



o The most important quantity to consider is the Binding Energy (Eb).

o Eb crucially related to the contact angle of a water droplet on graphene.
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o Density functional theory (DFT) can provide any value between 0 and 
-160 meV depending on the exchange-correlation functional and vdW-
corrections [Phys. Rev. B, 84, 033402 (2011)] .



Ref. Eb Method

1 -130 meV DFT/CC

2 -130 meV DFT-SAPT

3 -70 ± 10 meV Diffusion Monte 
Carlo (DMC)

4 -135 meV i-CCSD(T)

1. Miroslav Rubes et al., JPC C 2009, 113, 8412
2. G.R. Jenness, O. Karalti and K.D. Jordan, PCCP 2010, 12, 6375
3. J. Ma, A. Michaelides, D. Alfè, L. Schimka, G. Kresse, and E. Wang, Phys. Rev. B 2011, 84, 033402
4. E. Voloshina, D. Usvyat, M. Schutz, Y. Dedkov and B. Paulus PCCP 2011, 13, 12041



1. Miroslav Rubes et al., JPC C 2009, 113, 8412
2. G.R. Jenness, O. Karalti and K.D. Jordan, PCCP 2010, 12, 6375
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o All these approaches had weakness and possible issues.

Ref. Eb Method

1 -130 meV DFT/CC Corrects DFT based on differences at 
small cluster level

2 -130 meV DFT-SAPT Extrapolations on clusters

3 -70 ± 10 meV Diffusion Monte 
Carlo (DMC)

Periodic system, ~ 50 Million Hours, large 
stochastic error, finite-size effects

4 -135 meV i-CCSD(T) Incremental expansion, correlation from 
cluster, small basis set
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o All these approaches had weakness and possible issues.
o The method of choice is DMC (accuracy and efficiency 

drastically improved in the last 7 years). 
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A propagation according to the imaginary 
time Schrodinger equation is performed to 
project out the exact ground state from a 
trial wave function.  



A propagation according to the imaginary 
time Schrodinger equation is performed to 
project out the exact ground state from a 
trial wave function.

oGenerate a set of configurations (walkers) 
according to a trial wave function
oPropagate in time, with finite time-step 
(branching-drift-diffusion process)
oEquilibration (project out the exact G.S.)
oStatistical sampling (stochastic method, 
autocorrelation time)
  

Chem. Rev., 116, 5188, (2016)



A propagation according to the imaginary 
time Schrodinger equation is performed to 
project out the exact ground state from a 
trial wave function.

oGenerate a set of configurations (walkers) 
according to a trial wave function
oPropagate in time, with finite time-step 
(branching-drift-diffusion process)
oEquilibration (project out the exact G.S.)
oStatistical sampling (stochastic method, 
autocorrelation time)

Value of time-step is crucial: 
DMC exact for infinitesimal time-step;
DMC cost is proportional to time-step 
inverse.

Other approximations employed are not an 
issue in non-covalent interactions.

Chem. Rev., 116, 5188, (2016)
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w h e r e G ( R , R 0 ; t ) i s t h e G r e e n f u n c t i o n f o r t h e i m p o r -
t a n c e s a m p l i n g . T h e D M C m e t h o d i s a s t o c h a s t i c r e a l -
i z a t i o n o f E q . 2 , i n w h i c h a s e r i e s o f w a l k e r s i n i t i a l l y d i s -
t r i b u t e d a s s o m e f ( R , 0 ) =

P
i δ ( r − r i ) i s p r o p a g a t e d

a h e a d i n t i m e t h r o u g h a b r a n c h i n g - d r i f t - d i ↵ u s i o n p r o -
c e s s [ 3 2 ] . I n t h e l i m i t t ! 1 t h e w a l k e r s e n d u p d i s -
t r i b u t e d a s  G ( R ) φ ( R ) , w i t h φ ( R ) t h e g r o u n d s t a t e o f
t h e H a m i l t o n i a n s u b j e c t t o t h e fi x e d - n o d e c o n s t r a i n t .

A p r a c t i c a l i m p l e m e n t a t i o n o f E q . 2 f a c e s a p r o b l e m :
E L ( R ) a n d V d i v e r g e a t t h e n o d e s o f  G , a s t h e i n v e r s e o f
t h e d i s t a n c e b e t w e e n t h e n o d a l s u r f a c e a n d R . A s ⌧ ! 0
t h e s e t w o s i n g u l a r i t i e s a r e n o t a n i s s u e b e c a u s e t h e d r i f t
t e r m p r e v e n t s t h e w a l k e r s f r o m a p p r o a c h i n g t h e n o d a l
s u r f a c e . H o w e v e r , f o r fi n i t e ⌧, w a l k e r s c a n e n d u p c l o s e
t o t h e n o d a l s u r f a c e w i t h c a t a s t r o p h i c c o n s e q u e n c e s . A
p r a c t i c a l s o l u t i o n t o t h i s p r o b l e m i s t o i n t r o d u c e l i m i t s
t o t h e d r i f t v e l o c i t y a n d t o t h e l o c a l e n e r g y . U m r i g a r ,
N i g h t i n g a l e a n d R u n g e [ 3 1 ] ( U N R ) p r o p o s e d t o r e p l a c e
V = ( v 1 , . . . , v N ) w i t h V̄ = ( v̄ 1 , . . . , v̄ N ) , d e fi n e d a s :

v̄ i =
− 1 +

p
1 + 2 a v 2

i ⌧
a v 2

i ⌧
v i ; v i = r i l o g | G ( R ) | , ( 3 )

w i t h a a n a d j u s t a b l e p a r a m e t e r b e t w e e n 0 a n d 1 . T h i s
e x p r e s s i o n p r o v i d e s a r o u g h a p p r o x i m a t i o n t o t h e a v e r a g e
v e l o c i t y o v e r a t i m e - s t e p , w h i c h h a s t h e e ↵ e c t o f l i m i t i n g
t h e d r i f t d i s t a n c e [ 3 1 ] . T h e b r a n c h i n g f a c t o r S ( R ) i s
r e p l a c e d w i t h :

S̄ ( R ) = [ E T − E b e s t ] + [ E b e s t − E L ( R ) ]
V̄

V
, ( 4 )

w h e r e E b e s t i s t h e b e s t e s t i m a t e o f t h e e n e r g y , V = k V k
a n d V̄ = k V̄ k . T h i s l i m i t i n g p r o c e d u r e i s e l e g a n t a n d
m i n i m i s e s i n s t a b i l i t i e s b e c a u s e t h e d i v e r g e n c e s o f E L ( R )
a t t h e n o d e s a r e c a n c e l l e d b y d i v e r g e n c e s i n V . A s a r e -
s u l t i t i s n o w s t a n d a r d i n m o s t D M C s i m u l a t i o n s . H o w -
e v e r , i t i s a n a p p r o x i m a t i o n o f t h e G r e e n f u n c t i o n w h i c h
r e n d e r s D M C n o t s i z e - c o n s i s t e n t . T h e i s s u e d i s a p p e a r s
f o r ⌧ ! 0 , w h e r e V̄ / V ! 1 , b u t f o r ⌧ > 0 t h e t o t a l e n -
e r g y i s n o t p r o p o r t i o n a l t o t h e s i z e o f t h e s y s t e m . S i n c e
t h e m a i n a p p l i c a t i o n a r e a o f D M C i s t h e c a l c u l a t i o n o f
m e d i u m t o l a r g e s y s t e m s f o r w h i c h r e l a t i v e l y s m a l l e n -
e r g y d i ↵ e r e n c e s a r e c o m p u t e d b u t v e r y s m a l l ⌧ c a n n o t
b e a ↵ o r d e d , t h i s i s s u e t h r e a t e n s t h e u s e f u l n e s s o f D M C
i n m a t e r i a l s c i e n c e .

T o q u a n t i f y t h e s i z e - c o n s i s t e n c y p r o b l e m c o n s i d e r t w o
s y s t e m s A a n d B w i t h e n e r g i e s E A a n d E B , a n d d e fi n e
E s e p a r a t e d

A , B t h e e n e r g y o f t h e s y s t e m w i t h A a n d B a t
l a r g e e n o u g h d i s t a n c e f r o m e a c h o t h e r t o h a v e z e r o i n -
t e r a c t i o n . T h e q u a n t i t y E s = E s e p a r a t e d

A , B − ( E A + E B ) i s
t h e r e f o r e e x p e c t e d t o b e e q u a l t o z e r o , a n d i f i t i s n o t
i t m e a s u r e s t h e s i z e - c o n s i s t e n c y e r r o r . T o c o m p u t e t h e
b i n d i n g e n e r g y o f t h e s y s t e m w h e r e A a n d B a r e i n t e r a c t -
i n g a n d h a v e a t o t a l e n e r g y E b o n d e d

A , B i t i s u s e f u l t o d e n efi

E b = E b o n d e d
A , B − ( E A + E B ) a n d E b s = E b o n d e d

A , B − E s e p a r a t e d
A , B .

H e r e E b m a y b e a ↵ e c t e d b y a s i z e - c o n s i s t e n c y p r o b l e m ,

F I G . 1 . ( T o p ) S i z e - c o n s i s t e n c y e r r o r E s ( s e e t e x t ) a n d ( b o t -
t o m ) b i n d i n g e n e r g y [u s i n g t w o d i ↵ e r e n t d e fi n i t i o n s , E b a n d
E b s ( s e e t e x t ) ] f o r t h e C H 4 - H 2 O s y s t e m , u s i n g D M C w i t h t h e
l i m i t e d b r a n c h i n g t e r m i n E q . 4 ( U N R ) o r i n E q s . 5 , 6 ( t h i s
w o r k ) . V M C a n d C C S D ( T ) [2 1 ] e v a l u a t i o n s a r e a l s o s h o w n .
E r r o r b a r s a r e o n e s t a n d a r d d e v i a t i o n . T h e i n s e t s s h o w t h e
s t r u c t u r e s o f t h e c o m p l e x e s w h i c h h a v e t h e m o l e c u l e s a t l a r g e
( t o p ) a n d n e a r t h e e q u i l i b r i u m ( b o t t o m ) s e p a r a t i o n .

a n d E b s i s n o t . T o i l l u s t r a t e t h e p r o b l e m w e h a v e s e l e c t e d
t h r e e r e p r e s e n t a t i v e e x a m p l e s w i t h a b r o a d r a n g e o f i n -
t e r a c t i o n s t r e n g t h s , i n v o l v i n g b o t h i s o l a t e d a n d p e r i o d i c
s y s t e m s .

D M C s i m u l a t i o n s w e r e c a r r i e d o u t w i t h t h e c a s i n o
c o d e [ 3 3 ] . W e u s e d D i r a c - F o c k p s e u d o p o t e n t i a l s [ 3 4 , 3 5 ]
w i t h t h e l o c a l i t y a p p r o x i m a t i o n [ 3 6 ] . T h e t r i a l w a v e f u n c -
t i o n s w e r e o f t h e S l a t e r - J a s t r o w t y p e w i t h s i n g l e S l a t e r
d e t e r m i n a n t s a n d t h e s i n g l e p a r t i c l e o r b i t a l s o b t a i n e d
f r o m D F T - L D A p l a n e - w a v e c a l c u l a t i o n s p e r f o r m e d w i t h
p w s c f [ 3 7 ] a n d r e - e x p a n d e d i n t e r m s o f B - s p l i n e s [ 3 8 ] .

O u r fi r s t e x a m p l e i s a s y s t e m f o r m e d b y a C H 4 ( A )

a n d a H 2 O ( B ) m o l e c u l e . E s e p a r a t e d
A , B i s o b t a i n e d f o r a

C - O d i s t a n c e o f 1 1 . 4 4 Å . O n t h e b a s i s o f C C S D ( T ) c a l -
c u l a t i o n s w e k n o w t h a t t h e r e s i d u a l i n t e r a c t i o n e n e r g y i s
< 0 .1 m e V , n e g l i g i b l e f o r o u r p u r p o s e s . E s i s z e r o a l s o
f o r v a r i a t i o n a l M o n t e C a r l o ( V M C ) , p r o v i n g t h a t t h e t r i a l

w a v e f u n c t i o n o f t h e d i m e r  s e p a r a t e d
C H 4 , H 2 O i s e ↵ e c t i v e l y f a c t o r -

i z e d :  s e p a r a t e d
C H 4 , H 2 O =  C H 4 ⌦  H 2 O .
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where G(R ,R 0; t) is the Green function for the impor-
tance sampling. The DMC method is a stochastic real-
ization of Eq. 2, in which a series of walkers initially dis-
tributed as some f(R , 0) =

P
i δ(r − r i) is propagated

ahead in time through a branching-drift-di↵usion pro-
cess [32]. In the limit t ! 1 the walkers end up dis-
tributed as  G (R )φ(R ), with φ(R ) the ground state of
the Hamiltonian subject to the fixed-node constraint.
A practical implementation of Eq. 2 faces a problem:

EL (R ) and V diverge at the nodes of  G , as the inverse of
the distance between the nodal surface and R . As ⌧! 0
these two singularities are not an issue because the drift
term prevents the walkers from approaching the nodal
surface. However, for finite ⌧, walkers can end up close
to the nodal surface with catastrophic consequences. A
practical solution to this problem is to introduce limits
to the drift velocity and to the local energy. Umrigar,
Nightingale and Runge [31] (UNR) proposed to replace
V = (v1, ...,vN ) with V̄ = (v̄1, ..., v̄N ), defined as:

v̄i =
−1 +

p
1 + 2av2

i ⌧
av2

i ⌧
vi ; vi = ri log| G (R )|, (3)

with a an adjustable parameter between 0 and 1. This
expression provides a rough approximation to the average
velocity over a time-step, which has the e↵ect of limiting
the drift distance [31]. The branching factor S(R ) is
replaced with:

S̄(R ) = [ET −Ebest ] + [Ebest −EL (R )]
V̄

V
, (4)

where Ebest is the best estimate of the energy, V = kV k
and V̄ = kV̄ k. This limiting procedure is elegant and
minimises instabilities because the divergences of EL (R )
at the nodes are cancelled by divergences in V . As a re-
sult it is now standard in most DMC simulations. How-
ever, it is an approximation of the Green function which
renders DMC not size-consistent. The issue disappears
for ⌧! 0, where V̄ /V ! 1, but for ⌧> 0 the total en-
ergy is not proportional to the size of the system. Since
the main application area of DMC is the calculation of
medium to large systems for which relatively small en-
ergy di↵erences are computed but very small ⌧cannot
be a↵orded, this issue threatens the usefulness of DMC
in material science.
To quantify the size-consistency problem consider two

systems A and B with energies EA and EB , and define
Eseparated

A ,B the energy of the system with A and B at
large enough distance from each other to have zero in-
teraction. The quantity Es = Eseparated

A ,B − (EA + EB ) is
therefore expected to be equal to zero, and if it is not
it measures the size-consistency error. To compute the
binding energy of the system where A and B are interact-
ing and have a total energy Ebonded

A ,B it is useful to de nefi

Eb = E
bonded
A ,B −(EA+EB ) and Ebs = E

bonded
A ,B −Eseparated

A ,B .
Here Eb may be a↵ected by a size-consistency problem,

FIG. 1. (Top) Size-consistency error E s (see text) and (bot-
tom) binding energy [using two di↵erent definitions, Eb and
Ebs (seetext)] for theCH4-H2O system, using DMC with the
limited branching term in Eq. 4 (UNR) or in Eqs. 5,6 (this
work). VMC and CCSD(T) [21] evaluations are also shown.
Error bars are one standard deviation. The insets show the
structures of thecomplexes which havethemolecules at large
(top) and near the equilibrium (bottom) separation.

and Ebs is not. To illustrate the problem we have selected
three representative examples with a broad range of in-
teraction strengths, involving both isolated and periodic
systems.

DMC simulations were carried out with the casino
code [33]. We used Dirac-Fock pseudopotentials [34, 35]
with the locality approximation [36]. The trial wavefunc-
tions were of the Slater-Jastrow type with single Slater
determinants and the single particle orbitals obtained
from DFT-LDA plane-wave calculations performed with
pwscf [37] and re-expanded in terms of B-splines [38].

Our first example is a system formed by a CH4 (A)

and a H2O (B) molecule. Eseparated
A ,B is obtained for a

C-O distance of 11.44 Å. On the basis of CCSD(T) cal-
culations we know that the residual interaction energy is
< 0.1 meV, negligible for our purposes. Es is zero also
for variational Monte Carlo (VMC), proving that the trial

wavefunction of the dimer  separated
CH4 ,H2O is e↵ectively factor-

ized:  separated
CH4 ,H2O =  CH4 ⌦ H2O .

DMC

VMC

importance sampling DMC

Umrigar et al, JCP 1993
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G̃(R  R 0; t) =

Z
G̃(R  R 1;⌧) ...G̃(R n−1  R 0,⌧)dR 1 ...dR n−1 . (11)

For a small enough time step ⌧, G̃(R i ,R i+1;⌧) is approximated by the Green functions for purely drift, di↵usion and
branching processes. This leads to:

G̃(R  R 0;⌧) ⇡ G̃b(R  R 0;⌧)G̃d(R  R 0;⌧) (12)

where

G̃d(R  R 0;⌧) = (2⇡⌧)−
3
2 N exp


−
(R − R 0− ⌧V (R 0))2

2⌧

is the drift-di↵usion term, and

G̃b(R  R 0;⌧) = exp


⌧
S(R ) + S(R 0)

2

is the branching term.
Eq. 7 also introduces importance sampling. Beside concentrating the sampling in the important part of the phase

space, an additional advantage of importance sampling over simple sampling is that the branching term depends
on the local energy EL (R ), and not on the potential energy VP (R ). Since EL (R ) is much smother than VP (R ),
and it is constant in the limit of  G ⇠ φ, the stability of the DMC simulation is greatly enhanced. The error on
this approximate expression for G̃(R i ,R i+1;⌧) can be evaluated using the Zassenhaus formula [1], and the leading

correction is of order O(⌧2). This translates into an error of order O(⌧) on G̃(R ,R 0; t) (see Eq. 11). In the limit of

⌧! 0 the error on the Green function is zero, but the computational cost is / 1/⌧because G̃b(R  R 0; t) is split in
n = t/⌧terms.
Close to the nodal surface ⌃G of the guiding function  G the approximation in Eq. 12 is problematic, because

a configuration R at a distance δ from ⌃G has both the local gradient V (R ) and the local energy EL (R ) (and
consequently the branching term S(R )) diverging in modulus as 1/δ, leading to instabilities and big finite time step
errors. This problem has been tackled both by DePasquale et al. [2] and Umrigar et al. [3], who proposed modifications
for V (R ) and for S(R ) for R close to ⌃G to eliminate these divergences. These modifications are strictly related to
the size-inconsistency addressed in this work.

I I . DM C IN STA B IL IT IES

DMC instabilities are uncontrolled walker population fluctuations, which jeopardize the DMC energy evaluations
and makes the simulation unfeasible. They are mainly due to walkers reaching regions of diverging local energy
(because of the pseudo-potential or proximity to the nodal surface), and in particular for EL (R )! −1 the branching
term leads to proliferation of walkers from just one problematic configuration. Instabilities are strictly related with
time step ⌧: with small ⌧instabilities are usually under control, but as larger and larger values of ⌧are considered
instabilities are more often observed. The reason is that the drift step, proportional to ⌧, usually keeps electrons
away for divergences, whereas the di↵usion step, proportional to

p
⌧, is random so there is some chance to fall into

the problematic regions. A small enough ⌧allows the drift step to recover from a b“ ad” di↵usion step.
A pragmatic way to recover from a diverging population count (population explosion) is to back-track the simulation

to a region far from the instability, run the random number generator idle for a number of cycles, and resume the DMC
simulation. Often this procedure sends the simulation to a di↵erent region of phase space, avoiding the instability.
However, if the instabilities are too frequent, the simulation becomes impractical or even impossible. To highlight
the improvement in the stability of the calculations using the new limiting procedure, consider for example the CH4
- H2O dimer in the bound configuration. Using the UNR limiting procedure and ⌧= 0.05 a.u. we encountered 32
population explosions in ⇠ 26, 000 steps (population size: 20,480 walkers). No simulations were possible with any
larger value of time step. By contrast, using the new limiting procedure we observed no instabilities in ⇠ 176, 000
steps at ⌧= 0.05 a.u., and also no instabilities in ⇠ 250, 000 steps at ⌧= 0.1 a.u..
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is the branching term.
Eq. 7 also introduces importance sampling. Beside concentrating the sampling in the important part of the phase

space, an additional advantage of importance sampling over simple sampling is that the branching term depends
on the local energy EL (R ), and not on the potential energy VP (R ). Since EL (R ) is much smother than VP (R ),
and it is constant in the limit of  G ⇠ φ, the stability of the DMC simulation is greatly enhanced. The error on
this approximate expression for G̃(R i ,R i+1;⌧) can be evaluated using the Zassenhaus formula [1], and the leading

correction is of order O(⌧2). This translates into an error of order O(⌧) on G̃(R ,R 0; t) (see Eq. 11). In the limit of

⌧! 0 the error on the Green function is zero, but the computational cost is / 1/⌧because G̃b(R  R 0; t) is split in
n = t/⌧terms.
Close to the nodal surface ⌃G of the guiding function  G the approximation in Eq. 12 is problematic, because

a configuration R at a distance δ from ⌃G has both the local gradient V (R ) and the local energy EL (R ) (and
consequently the branching term S(R )) diverging in modulus as 1/δ, leading to instabilities and big finite time step
errors. This problem has been tackled both by DePasquale et al. [2] and Umrigar et al. [3], who proposed modifications
for V (R ) and for S(R ) for R close to ⌃G to eliminate these divergences. These modifications are strictly related to
the size-inconsistency addressed in this work.

I I . DM C IN STA B IL I T IES

DMC instabilities are uncontrolled walker population fluctuations, which jeopardize the DMC energy evaluations
and makes the simulation unfeasible. They are mainly due to walkers reaching regions of diverging local energy
(because of the pseudo-potential or proximity to the nodal surface), and in particular for EL (R )! −1 the branching
term leads to proliferation of walkers from just one problematic configuration. Instabilities are strictly related with
time step ⌧: with small ⌧instabilities are usually under control, but as larger and larger values of ⌧are considered
instabilities are more often observed. The reason is that the drift step, proportional to ⌧, usually keeps electrons
away for divergences, whereas the di↵usion step, proportional to

p
⌧, is random so there is some chance to fall into

the problematic regions. A small enough ⌧allows the drift step to recover from a b“ ad” di↵usion step.
A pragmatic way to recover from a diverging population count (population explosion) is to back-track the simulation

to a region far from the instability, run the random number generator idle for a number of cycles, and resume the DMC
simulation. Often this procedure sends the simulation to a di↵erent region of phase space, avoiding the instability.
However, if the instabilities are too frequent, the simulation becomes impractical or even impossible. To highlight
the improvement in the stability of the calculations using the new limiting procedure, consider for example the CH4
- H2O dimer in the bound configuration. Using the UNR limiting procedure and ⌧= 0.05 a.u. we encountered 32
population explosions in ⇠ 26, 000 steps (population size: 20,480 walkers). No simulations were possible with any
larger value of time step. By contrast, using the new limiting procedure we observed no instabilities in ⇠ 176, 000
steps at ⌧= 0.05 a.u., and also no instabilities in ⇠ 250, 000 steps at ⌧= 0.1 a.u..
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where G(R ,R 0; t) is the Green function for the impor-
tance sampling. The DMC method is a stochastic real-
ization of Eq. 2, in which a series of walkers initially dis-
tributed as some f(R , 0) =

P
i δ(r − r i) is propagated

ahead in time through a branching-drift-di↵usion pro-
cess [32]. In the limit t ! 1 the walkers end up dis-
tributed as  G (R )φ(R ), with φ(R ) the ground state of
the Hamiltonian subject to the fixed-node constraint.
A practical implementation of Eq. 2 faces a problem:

EL (R ) and V diverge at the nodes of  G , as the inverse of
the distance between the nodal surface and R . As ⌧! 0
these two singularities are not an issue because the drift
term prevents the walkers from approaching the nodal
surface. However, for finite ⌧, walkers can end up close
to the nodal surface with catastrophic consequences. A
practical solution to this problem is to introduce limits
to the drift velocity and to the local energy. Umrigar,
Nightingale and Runge [31] (UNR) proposed to replace
V = (v1, ...,vN ) with V̄ = (v̄1, ..., v̄N ), defined as:

v̄i =
−1 +

p
1 + 2av2

i ⌧
av2

i ⌧
vi ; vi = ri log| G (R )|, (3)

with a an adjustable parameter between 0 and 1. This
expression provides a rough approximation to the average
velocity over a time-step, which has the e↵ect of limiting
the drift distance [31]. The branching factor S(R ) is
replaced with:

S̄(R ) = [ET −Ebest ] + [Ebest −EL (R )]
V̄

V
, (4)

where Ebest is the best estimate of the energy, V = kV k
and V̄ = kV̄ k. This limiting procedure is elegant and
minimises instabilities because the divergences of EL (R )
at the nodes are cancelled by divergences in V . As a re-
sult it is now standard in most DMC simulations. How-
ever, it is an approximation of the Green function which
renders DMC not size-consistent. The issue disappears
for ⌧! 0, where V̄ /V ! 1, but for ⌧> 0 the total en-
ergy is not proportional to the size of the system. Since
the main application area of DMC is the calculation of
medium to large systems for which relatively small en-
ergy di↵erences are computed but very small ⌧cannot
be a↵orded, this issue threatens the usefulness of DMC
in material science.
To quantify the size-consistency problem consider two

systems A and B with energies EA and EB , and define
Eseparated

A ,B the energy of the system with A and B at
large enough distance from each other to have zero in-
teraction. The quantity Es = Eseparated

A ,B − (EA + EB ) is
therefore expected to be equal to zero, and if it is not
it measures the size-consistency error. To compute the
binding energy of the system where A and B are interact-
ing and have a total energy Ebonded

A ,B it is useful to de nefi

Eb = Ebonded
A ,B −(EA+EB ) and Ebs = Ebonded

A ,B −Eseparated
A ,B .

Here Eb may be a↵ected by a size-consistency problem,

FIG. 1. (Top) Size-consistency error E s (see text) and (bot-
tom) binding energy [using two di↵erent definitions, E b and
E bs (seetext)] for theCH4-H2O system, using DMC with the
limited branching term in Eq. 4 (UNR) or in Eqs. 5,6 (this
work). VMC and CCSD(T) [21] evaluations are also shown.
Error bars are one standard deviation. The insets show the
structures of thecomplexes which havethemolecules at large
(top) and near the equilibrium (bottom) separation.

and Ebs is not. To illustrate the problem we have selected
three representative examples with a broad range of in-
teraction strengths, involving both isolated and periodic
systems.

DMC simulations were carried out with the casino
code [33]. We used Dirac-Fock pseudopotentials [34, 35]
with the locality approximation [36]. The trial wavefunc-
tions were of the Slater-Jastrow type with single Slater
determinants and the single particle orbitals obtained
from DFT-LDA plane-wave calculations performed with
pwscf [37] and re-expanded in terms of B-splines [38].

Our first example is a system formed by a CH4 (A)

and a H2O (B) molecule. Eseparated
A ,B is obtained for a

C-O distance of 11.44 Å. On the basis of CCSD(T) cal-
culations we know that the residual interaction energy is
< 0.1 meV, negligible for our purposes. Es is zero also
for variational Monte Carlo (VMC), proving that the trial

wavefunction of the dimer  separated
CH4 ,H2O is e↵ectively factor-

ized:  separated
CH4 ,H2O =  CH4 ⌦ H2O .

not size-consistent!

Discovered and solved a size-
consistency issue for finite time-step 
[Phys. Rev. B, 93, 241118(R) (2016)]

oOld DMC algorithm => UNR
oNew DMC algorithm => ZSGMA
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w h e r e G ( R , R 0 ; t ) i s t h e G r e e n f u n c t i o n f o r t h e i m p o r -
t a n c e s a m p l i n g . T h e D M C m e t h o d i s a s t o c h a s t i c r e a l -
i z a t i o n o f E q . 2 , i n w h i c h a s e r i e s o f w a l k e r s i n i t i a l l y d i s -
t r i b u t e d a s s o m e f ( R , 0 ) =

P
i δ ( r − r i ) i s p r o p a g a t e d

a h e a d i n t i m e t h r o u g h a b r a n c h i n g - d r i f t - d i ↵ u s i o n p r o -
c e s s [ 3 2 ] . I n t h e l i m i t t ! 1 t h e w a l k e r s e n d u p d i s -
t r i b u t e d a s  G ( R ) φ ( R ) , w i t h φ ( R ) t h e g r o u n d s t a t e o f
t h e H a m i l t o n i a n s u b j e c t t o t h e fi x e d - n o d e c o n s t r a i n t .

A p r a c t i c a l i m p l e m e n t a t i o n o f E q . 2 f a c e s a p r o b l e m :
E L ( R ) a n d V d i v e r g e a t t h e n o d e s o f  G , a s t h e i n v e r s e o f
t h e d i s t a n c e b e t w e e n t h e n o d a l s u r f a c e a n d R . A s ⌧ ! 0
t h e s e t w o s i n g u l a r i t i e s a r e n o t a n i s s u e b e c a u s e t h e d r i f t
t e r m p r e v e n t s t h e w a l k e r s f r o m a p p r o a c h i n g t h e n o d a l
s u r f a c e . H o w e v e r , f o r fi n i t e ⌧, w a l k e r s c a n e n d u p c l o s e
t o t h e n o d a l s u r f a c e w i t h c a t a s t r o p h i c c o n s e q u e n c e s . A
p r a c t i c a l s o l u t i o n t o t h i s p r o b l e m i s t o i n t r o d u c e l i m i t s
t o t h e d r i f t v e l o c i t y a n d t o t h e l o c a l e n e r g y . U m r i g a r ,
N i g h t i n g a l e a n d R u n g e [ 3 1 ] ( U N R ) p r o p o s e d t o r e p l a c e
V = ( v 1 , . . . , v N ) w i t h V̄ = ( v̄ 1 , . . . , v̄ N ) , d e fi n e d a s :

v̄ i =
− 1 +

p
1 + 2 a v 2

i ⌧
a v 2

i ⌧
v i ; v i = r i l o g | G ( R ) | , ( 3 )

w i t h a a n a d j u s t a b l e p a r a m e t e r b e t w e e n 0 a n d 1 . T h i s
e x p r e s s i o n p r o v i d e s a r o u g h a p p r o x i m a t i o n t o t h e a v e r a g e
v e l o c i t y o v e r a t i m e - s t e p , w h i c h h a s t h e e ↵ e c t o f l i m i t i n g
t h e d r i f t d i s t a n c e [ 3 1 ] . T h e b r a n c h i n g f a c t o r S ( R ) i s
r e p l a c e d w i t h :

S̄ ( R ) = [ E T − E b e s t ] + [ E b e s t − E L ( R ) ]
V̄

V
, ( 4 )

w h e r e E b e s t i s t h e b e s t e s t i m a t e o f t h e e n e r g y , V = k V k
a n d V̄ = k V̄ k . T h i s l i m i t i n g p r o c e d u r e i s e l e g a n t a n d
m i n i m i s e s i n s t a b i l i t i e s b e c a u s e t h e d i v e r g e n c e s o f E L ( R )
a t t h e n o d e s a r e c a n c e l l e d b y d i v e r g e n c e s i n V . A s a r e -
s u l t i t i s n o w s t a n d a r d i n m o s t D M C s i m u l a t i o n s . H o w -
e v e r , i t i s a n a p p r o x i m a t i o n o f t h e G r e e n f u n c t i o n w h i c h
r e n d e r s D M C n o t s i z e - c o n s i s t e n t . T h e i s s u e d i s a p p e a r s
f o r ⌧ ! 0 , w h e r e V̄ / V ! 1 , b u t f o r ⌧ > 0 t h e t o t a l e n -
e r g y i s n o t p r o p o r t i o n a l t o t h e s i z e o f t h e s y s t e m . S i n c e
t h e m a i n a p p l i c a t i o n a r e a o f D M C i s t h e c a l c u l a t i o n o f
m e d i u m t o l a r g e s y s t e m s f o r w h i c h r e l a t i v e l y s m a l l e n -
e r g y d i ↵ e r e n c e s a r e c o m p u t e d b u t v e r y s m a l l ⌧ c a n n o t
b e a ↵ o r d e d , t h i s i s s u e t h r e a t e n s t h e u s e f u l n e s s o f D M C
i n m a t e r i a l s c i e n c e .

T o q u a n t i f y t h e s i z e - c o n s i s t e n c y p r o b l e m c o n s i d e r t w o
s y s t e m s A a n d B w i t h e n e r g i e s E A a n d E B , a n d d e fi n e
E s e p a r a t e d

A , B t h e e n e r g y o f t h e s y s t e m w i t h A a n d B a t
l a r g e e n o u g h d i s t a n c e f r o m e a c h o t h e r t o h a v e z e r o i n -
t e r a c t i o n . T h e q u a n t i t y E s = E s e p a r a t e d

A , B − ( E A + E B ) i s
t h e r e f o r e e x p e c t e d t o b e e q u a l t o z e r o , a n d i f i t i s n o t
i t m e a s u r e s t h e s i z e - c o n s i s t e n c y e r r o r . T o c o m p u t e t h e
b i n d i n g e n e r g y o f t h e s y s t e m w h e r e A a n d B a r e i n t e r a c t -
i n g a n d h a v e a t o t a l e n e r g y E b o n d e d

A , B i t i s u s e f u l t o d e n efi

E b = E b o n d e d
A , B − ( E A + E B ) a n d E b s = E b o n d e d

A , B − E s e p a r a t e d
A , B .

H e r e E b m a y b e a ↵ e c t e d b y a s i z e - c o n s i s t e n c y p r o b l e m ,

F I G . 1 . ( T o p ) S i z e - c o n s i s t e n c y e r r o r E s ( s e e t e x t ) a n d ( b o t -
t o m ) b i n d i n g e n e r g y [u s i n g t w o d i ↵ e r e n t d e fi n i t i o n s , E b a n d
E b s ( s e e t e x t ) ] f o r t h e C H 4 - H 2 O s y s t e m , u s i n g D M C w i t h t h e
l i m i t e d b r a n c h i n g t e r m i n E q . 4 ( U N R ) o r i n E q s . 5 , 6 ( t h i s
w o r k ) . V M C a n d C C S D ( T ) [2 1 ] e v a l u a t i o n s a r e a l s o s h o w n .
E r r o r b a r s a r e o n e s t a n d a r d d e v i a t i o n . T h e i n s e t s s h o w t h e
s t r u c t u r e s o f t h e c o m p l e x e s w h i c h h a v e t h e m o l e c u l e s a t l a r g e
( t o p ) a n d n e a r t h e e q u i l i b r i u m ( b o t t o m ) s e p a r a t i o n .

a n d E b s i s n o t . T o i l l u s t r a t e t h e p r o b l e m w e h a v e s e l e c t e d
t h r e e r e p r e s e n t a t i v e e x a m p l e s w i t h a b r o a d r a n g e o f i n -
t e r a c t i o n s t r e n g t h s , i n v o l v i n g b o t h i s o l a t e d a n d p e r i o d i c
s y s t e m s .

D M C s i m u l a t i o n s w e r e c a r r i e d o u t w i t h t h e c a s i n o
c o d e [ 3 3 ] . W e u s e d D i r a c - F o c k p s e u d o p o t e n t i a l s [ 3 4 , 3 5 ]
w i t h t h e l o c a l i t y a p p r o x i m a t i o n [ 3 6 ] . T h e t r i a l w a v e f u n c -
t i o n s w e r e o f t h e S l a t e r - J a s t r o w t y p e w i t h s i n g l e S l a t e r
d e t e r m i n a n t s a n d t h e s i n g l e p a r t i c l e o r b i t a l s o b t a i n e d
f r o m D F T - L D A p l a n e - w a v e c a l c u l a t i o n s p e r f o r m e d w i t h
p w s c f [ 3 7 ] a n d r e - e x p a n d e d i n t e r m s o f B - s p l i n e s [ 3 8 ] .

O u r fi r s t e x a m p l e i s a s y s t e m f o r m e d b y a C H 4 ( A )

a n d a H 2 O ( B ) m o l e c u l e . E s e p a r a t e d
A , B i s o b t a i n e d f o r a

C - O d i s t a n c e o f 1 1 . 4 4 Å . O n t h e b a s i s o f C C S D ( T ) c a l -
c u l a t i o n s w e k n o w t h a t t h e r e s i d u a l i n t e r a c t i o n e n e r g y i s
< 0 .1 m e V , n e g l i g i b l e f o r o u r p u r p o s e s . E s i s z e r o a l s o
f o r v a r i a t i o n a l M o n t e C a r l o ( V M C ) , p r o v i n g t h a t t h e t r i a l

w a v e f u n c t i o n o f t h e d i m e r  s e p a r a t e d
C H 4 , H 2 O i s e ↵ e c t i v e l y f a c t o r -

i z e d :  s e p a r a t e d
C H 4 , H 2 O =  C H 4 ⌦  H 2 O .
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where G(R ,R 0; t) is the Green function for the impor-
tance sampling. The DMC method is a stochastic real-
ization of Eq. 2, in which a series of walkers initially dis-
tributed as some f(R , 0) =

P
i δ(r − r i) is propagated

ahead in time through a branching-drift-di↵usion pro-
cess [32]. In the limit t ! 1 the walkers end up dis-
tributed as  G (R )φ(R ), with φ(R ) the ground state of
the Hamiltonian subject to the fixed-node constraint.
A practical implementation of Eq. 2 faces a problem:

EL (R ) and V diverge at the nodes of  G , as the inverse of
the distance between the nodal surface and R . As ⌧! 0
these two singularities are not an issue because the drift
term prevents the walkers from approaching the nodal
surface. However, for finite ⌧, walkers can end up close
to the nodal surface with catastrophic consequences. A
practical solution to this problem is to introduce limits
to the drift velocity and to the local energy. Umrigar,
Nightingale and Runge [31] (UNR) proposed to replace
V = (v1, ...,vN ) with V̄ = (v̄1, ..., v̄N ), defined as:

v̄i =
−1 +

p
1 + 2av2

i ⌧
av2

i ⌧
vi ; vi = ri log| G (R )|, (3)

with a an adjustable parameter between 0 and 1. This
expression provides a rough approximation to the average
velocity over a time-step, which has the e↵ect of limiting
the drift distance [31]. The branching factor S(R ) is
replaced with:

S̄(R ) = [ET −Ebest ] + [Ebest −EL (R )]
V̄

V
, (4)

where Ebest is the best estimate of the energy, V = kV k
and V̄ = kV̄ k. This limiting procedure is elegant and
minimises instabilities because the divergences of EL (R )
at the nodes are cancelled by divergences in V . As a re-
sult it is now standard in most DMC simulations. How-
ever, it is an approximation of the Green function which
renders DMC not size-consistent. The issue disappears
for ⌧! 0, where V̄ /V ! 1, but for ⌧> 0 the total en-
ergy is not proportional to the size of the system. Since
the main application area of DMC is the calculation of
medium to large systems for which relatively small en-
ergy di↵erences are computed but very small ⌧cannot
be a↵orded, this issue threatens the usefulness of DMC
in material science.
To quantify the size-consistency problem consider two

systems A and B with energies EA and EB , and define
Eseparated

A ,B the energy of the system with A and B at
large enough distance from each other to have zero in-
teraction. The quantity Es = Eseparated

A ,B − (EA + EB ) is
therefore expected to be equal to zero, and if it is not
it measures the size-consistency error. To compute the
binding energy of the system where A and B are interact-
ing and have a total energy Ebonded

A ,B it is useful to de nefi

Eb = E
bonded
A ,B −(EA+EB ) and Ebs = E

bonded
A ,B −Eseparated

A ,B .
Here Eb may be a↵ected by a size-consistency problem,

FIG. 1. (Top) Size-consistency error E s (see text) and (bot-
tom) binding energy [using two di↵erent definitions, Eb and
Ebs (seetext)] for theCH4-H2O system, using DMC with the
limited branching term in Eq. 4 (UNR) or in Eqs. 5,6 (this
work). VMC and CCSD(T) [21] evaluations are also shown.
Error bars are one standard deviation. The insets show the
structures of thecomplexes which havethemolecules at large
(top) and near the equilibrium (bottom) separation.

and Ebs is not. To illustrate the problem we have selected
three representative examples with a broad range of in-
teraction strengths, involving both isolated and periodic
systems.

DMC simulations were carried out with the casino
code [33]. We used Dirac-Fock pseudopotentials [34, 35]
with the locality approximation [36]. The trial wavefunc-
tions were of the Slater-Jastrow type with single Slater
determinants and the single particle orbitals obtained
from DFT-LDA plane-wave calculations performed with
pwscf [37] and re-expanded in terms of B-splines [38].

Our first example is a system formed by a CH4 (A)

and a H2O (B) molecule. Eseparated
A ,B is obtained for a

C-O distance of 11.44 Å. On the basis of CCSD(T) cal-
culations we know that the residual interaction energy is
< 0.1 meV, negligible for our purposes. Es is zero also
for variational Monte Carlo (VMC), proving that the trial

wavefunction of the dimer  separated
CH4 ,H2O is e↵ectively factor-

ized:  separated
CH4 ,H2O =  CH4 ⌦ H2O .

DMC

VMC

importance sampling DMC

Umrigar et al, JCP 1993
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G̃(R  R 0; t) =

Z
G̃(R  R 1;⌧) ...G̃(R n−1  R 0,⌧)dR 1 ...dR n−1 . (11)

For a small enough time step ⌧, G̃(R i ,R i+1;⌧) is approximated by the Green functions for purely drift, di↵usion and
branching processes. This leads to:

G̃(R  R 0;⌧) ⇡ G̃b(R  R 0;⌧)G̃d(R  R 0;⌧) (12)

where

G̃d(R  R 0;⌧) = (2⇡⌧)−
3
2 N exp


−
(R − R 0− ⌧V (R 0))2

2⌧

is the drift-di↵usion term, and

G̃b(R  R 0;⌧) = exp


⌧
S(R ) + S(R 0)

2

is the branching term.
Eq. 7 also introduces importance sampling. Beside concentrating the sampling in the important part of the phase

space, an additional advantage of importance sampling over simple sampling is that the branching term depends
on the local energy EL (R ), and not on the potential energy VP (R ). Since EL (R ) is much smother than VP (R ),
and it is constant in the limit of  G ⇠ φ, the stability of the DMC simulation is greatly enhanced. The error on
this approximate expression for G̃(R i ,R i+1;⌧) can be evaluated using the Zassenhaus formula [1], and the leading

correction is of order O(⌧2). This translates into an error of order O(⌧) on G̃(R ,R 0; t) (see Eq. 11). In the limit of

⌧! 0 the error on the Green function is zero, but the computational cost is / 1/⌧because G̃b(R  R 0; t) is split in
n = t/⌧terms.
Close to the nodal surface ⌃G of the guiding function  G the approximation in Eq. 12 is problematic, because

a configuration R at a distance δ from ⌃G has both the local gradient V (R ) and the local energy EL (R ) (and
consequently the branching term S(R )) diverging in modulus as 1/δ, leading to instabilities and big finite time step
errors. This problem has been tackled both by DePasquale et al. [2] and Umrigar et al. [3], who proposed modifications
for V (R ) and for S(R ) for R close to ⌃G to eliminate these divergences. These modifications are strictly related to
the size-inconsistency addressed in this work.

I I . DM C IN STA B IL IT IES

DMC instabilities are uncontrolled walker population fluctuations, which jeopardize the DMC energy evaluations
and makes the simulation unfeasible. They are mainly due to walkers reaching regions of diverging local energy
(because of the pseudo-potential or proximity to the nodal surface), and in particular for EL (R )! −1 the branching
term leads to proliferation of walkers from just one problematic configuration. Instabilities are strictly related with
time step ⌧: with small ⌧instabilities are usually under control, but as larger and larger values of ⌧are considered
instabilities are more often observed. The reason is that the drift step, proportional to ⌧, usually keeps electrons
away for divergences, whereas the di↵usion step, proportional to

p
⌧, is random so there is some chance to fall into

the problematic regions. A small enough ⌧allows the drift step to recover from a b“ ad” di↵usion step.
A pragmatic way to recover from a diverging population count (population explosion) is to back-track the simulation

to a region far from the instability, run the random number generator idle for a number of cycles, and resume the DMC
simulation. Often this procedure sends the simulation to a di↵erent region of phase space, avoiding the instability.
However, if the instabilities are too frequent, the simulation becomes impractical or even impossible. To highlight
the improvement in the stability of the calculations using the new limiting procedure, consider for example the CH4
- H2O dimer in the bound configuration. Using the UNR limiting procedure and ⌧= 0.05 a.u. we encountered 32
population explosions in ⇠ 26, 000 steps (population size: 20,480 walkers). No simulations were possible with any
larger value of time step. By contrast, using the new limiting procedure we observed no instabilities in ⇠ 176, 000
steps at ⌧= 0.05 a.u., and also no instabilities in ⇠ 250, 000 steps at ⌧= 0.1 a.u..

3
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Z
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G̃d(R  R 0;⌧) = (2⇡⌧)−
3
2 N exp


−
(R − R 0− ⌧V (R 0))2

2⌧

is the drift-di↵usion term, and

G̃b(R  R 0;⌧) = exp


⌧
S(R ) + S(R 0)

2

is the branching term.
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where G(R ,R 0; t) is the Green function for the impor-
tance sampling. The DMC method is a stochastic real-
ization of Eq. 2, in which a series of walkers initially dis-
tributed as some f(R , 0) =

P
i δ(r − r i) is propagated

ahead in time through a branching-drift-di↵usion pro-
cess [32]. In the limit t ! 1 the walkers end up dis-
tributed as  G (R )φ(R ), with φ(R ) the ground state of
the Hamiltonian subject to the fixed-node constraint.
A practical implementation of Eq. 2 faces a problem:

EL (R ) and V diverge at the nodes of  G , as the inverse of
the distance between the nodal surface and R . As ⌧! 0
these two singularities are not an issue because the drift
term prevents the walkers from approaching the nodal
surface. However, for finite ⌧, walkers can end up close
to the nodal surface with catastrophic consequences. A
practical solution to this problem is to introduce limits
to the drift velocity and to the local energy. Umrigar,
Nightingale and Runge [31] (UNR) proposed to replace
V = (v1, ...,vN ) with V̄ = (v̄1, ..., v̄N ), defined as:

v̄i =
−1 +

p
1 + 2av2

i ⌧
av2

i ⌧
vi ; vi = ri log| G (R )|, (3)

with a an adjustable parameter between 0 and 1. This
expression provides a rough approximation to the average
velocity over a time-step, which has the e↵ect of limiting
the drift distance [31]. The branching factor S(R ) is
replaced with:

S̄(R ) = [ET −Ebest ] + [Ebest −EL (R )]
V̄

V
, (4)

where Ebest is the best estimate of the energy, V = kV k
and V̄ = kV̄ k. This limiting procedure is elegant and
minimises instabilities because the divergences of EL (R )
at the nodes are cancelled by divergences in V . As a re-
sult it is now standard in most DMC simulations. How-
ever, it is an approximation of the Green function which
renders DMC not size-consistent. The issue disappears
for ⌧! 0, where V̄ /V ! 1, but for ⌧> 0 the total en-
ergy is not proportional to the size of the system. Since
the main application area of DMC is the calculation of
medium to large systems for which relatively small en-
ergy di↵erences are computed but very small ⌧cannot
be a↵orded, this issue threatens the usefulness of DMC
in material science.
To quantify the size-consistency problem consider two

systems A and B with energies EA and EB , and define
Eseparated

A ,B the energy of the system with A and B at
large enough distance from each other to have zero in-
teraction. The quantity Es = Eseparated

A ,B − (EA + EB ) is
therefore expected to be equal to zero, and if it is not
it measures the size-consistency error. To compute the
binding energy of the system where A and B are interact-
ing and have a total energy Ebonded

A ,B it is useful to de nefi

Eb = Ebonded
A ,B −(EA+EB ) and Ebs = Ebonded

A ,B −Eseparated
A ,B .

Here Eb may be a↵ected by a size-consistency problem,

FIG. 1. (Top) Size-consistency error E s (see text) and (bot-
tom) binding energy [using two di↵erent definitions, E b and
E bs (seetext)] for theCH4-H2O system, using DMC with the
limited branching term in Eq. 4 (UNR) or in Eqs. 5,6 (this
work). VMC and CCSD(T) [21] evaluations are also shown.
Error bars are one standard deviation. The insets show the
structures of thecomplexes which havethemolecules at large
(top) and near the equilibrium (bottom) separation.

and Ebs is not. To illustrate the problem we have selected
three representative examples with a broad range of in-
teraction strengths, involving both isolated and periodic
systems.

DMC simulations were carried out with the casino
code [33]. We used Dirac-Fock pseudopotentials [34, 35]
with the locality approximation [36]. The trial wavefunc-
tions were of the Slater-Jastrow type with single Slater
determinants and the single particle orbitals obtained
from DFT-LDA plane-wave calculations performed with
pwscf [37] and re-expanded in terms of B-splines [38].

Our first example is a system formed by a CH4 (A)

and a H2O (B) molecule. Eseparated
A ,B is obtained for a

C-O distance of 11.44 Å. On the basis of CCSD(T) cal-
culations we know that the residual interaction energy is
< 0.1 meV, negligible for our purposes. Es is zero also
for variational Monte Carlo (VMC), proving that the trial

wavefunction of the dimer  separated
CH4 ,H2O is e↵ectively factor-

ized:  separated
CH4 ,H2O =  CH4 ⌦ H2O .

not size-consistent!

Discovered and solved a size-
consistency issue for finite time-step 
[Phys. Rev. B, 93, 241118(R) (2016)]

oOld DMC algorithm => UNR
oNew DMC algorithm => ZSGMA

Accuracy Vs. Cost

High precision and 
accuracy at 
(relatively) low 
computational cost

Speed-up 
up to x100



Simulation cell
water in 5x5 graphene



Simulation cell
water in 5x5 graphene 2 x 2 supercell 3 x 3 supercell

There are finite-size effects (FSE)!
Exact binding energy is the converged result for n x n supercell



Simulation cell
water in 5x5 graphene 2 x 2 supercell 3 x 3 supercell

There are finite-size effects (FSE)!
Exact binding energy is the converged result for n x n supercell

Proc. Natl. Acad. Sci. U.S.A.,115, 1724 (2018)

Tested all available schemes for FSE correction 
in molecular crystals, where can compare with 
experimental results 



Proc. Natl. Acad. Sci. U.S.A.,115, 1724 (2018)
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cluster
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Higher precision;
FSE correction

Eb = -99 ± 5 meV

unpublished material



c

Molecular level understanding
 Binding energy of a single water molecule adsorbed on graphene
 Missing a reliable benchmark value (discrepancies among different methods)

Diffusion quantum Monte Carlo
 Recent algorithmic developments, improved accuracy and efficiency
 Revised DMC value for the water-graphene binding energy

 Results and discussion
 Adsorption energies from many-body methods
 Analyzing contributions to adsorption motifs
 Convergence with substrate size
 Benchmarking density functional approximations



0-leg 1-leg 2-leg

unpublished material



• Very similar binding energies for different motifs
• In contrast to smaller substrates

0-leg 1-leg 2-leg

unpublished material



Domain  based Local Pair 
Natural Orbital Coupled 
Cluster with Singles, Doubles 
and perturbative Triples
DLPNO-CCSD(T) 

• Needs to describe exited 
determinants

• Cubic convergence ~X-3

Local coupled cluster:
J. Chem. Phys. 2001, 114, 661
J. Chem. Phys. 2013, 139, 134101
J. Chem. Phys. 2018, 148, 011101 

unpublished material



Domain  based Local Pair 
Natural Orbital Coupled 
Cluster with Singles, Doubles 
and perturbative Triples
DLPNO-CCSD(T) 

• Needs to describe exited 
determinants

• Cubic convergence ~X-3

Local coupled cluster:
J. Chem. Phys. 2001, 114, 661
J. Chem. Phys. 2013, 139, 134101
J. Chem. Phys. 2018, 148, 011101 

unpublished material



• Convergence with substrate size very slow
• Extrapolations using benzene and coronene 

data is unreliable

unpublished material



• Distribution strongly 
dependent on motif

• 1&2-leg induce locally 
charge-rich areas

• 0-leg induces 
charge-loss

x 
10

-4

Density difference 
compared to 
separated fragments 

unpublished material
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Ref. Eb Method

1 -130 meV DFT/CC Unreliable extrapolation

2 -130 meV DFT-SAPT Unreliable extrapolation, SAPT is not a 
reference method

3 -70 ± 10 meV Diffusion Monte 
Carlo (DMC)

Large stochastic error, finite-size effects 
are neglected

4 -135 meV i-CCSD(T) Single particle basis set too small

5 -99 ± 5 meV Diffusion Monte 
Carlo (DMC)



High level references with small error margins

unpublished materialc



High level references with small error margins
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Van der Waals interactions mandatory

unpublished material



Large range of DFT results: Benchmark needed

unpublished material



Large scale applications are accessible via 
machine learning (ML) techniques



Large scale applications are accessible via 
machine learning (ML) techniques



• Modeling to be used complimentary
to experimental studies 

• DMC is affordable method 
with controllable high accuracy

• Molecular level understanding of
water-graphene interaction

Outlook
• Algorithmic DMC improvements
• Study of water dynamics on 

graphene via DMC based ML

unpublished material




